Ergodicity Bounds for the Markovian Queue With Time-Varying Transition Intensities, Batch Arrivals and One Queue Skipping Policy

A. I. Zeifman, R. V. Razumchik, Y. A. Satin, I. A. Kovalev

Abstract. In this paper we revisit the Markovian queueing system with a single server, infinite capacity queue and one special queue skipping policy. Customers arrive in batches but are served one by one in any order. The size of the arriving batch becomes known upon its arrival and at any time instant the total number of customers in the system is also known. According to the adopted queue skipping policy if a batch, which size is greater than the current total number of customers in the system, arrives, all customers currently residing in the system are removed from it and the new batch is placed in the queue. Otherwise the new batch is lost and does not have effect on the system. The distribution of the total number of customers in the system is under consideration under assumption that the arrival intensity $\lambda(t)$ and/or the service intensity $\mu(t)$ are non-random functions of time. We provide the method for the computation of the upper bounds for the rate of convergence of system size to the limiting regime, whenever it exists, for any bounded $\lambda(t)$ and $\mu(t)$ (not necessarily periodic) and any distribution of the batch size. For periodic intensities $\lambda(t)$ and/or $\mu(t)$ and light-tailed distribution of the batch size it is shown how the obtained bounds can be used to numerically compute the limiting distribution of the queue size with the given error. Illustrating numerical examples are provided.
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1 Introduction

The two most common viewpoints at a queueing system performance are the point of view of the system’s owner and of the system’s clients. Usually their goals are conflicting. While a client aims at minimizing one (or more) characteristic of the jobs, which he submits to the system (for example, job’s mean response time), the system’s owner seeks to maximize the utilization of the resources (for example, processor utilization). Both viewpoints have received attention from the operation research community in the last decades. But performance evaluation of queueing systems from the client’s perspective seems to have attracted more attention.

If we limit ourselves only to single-server queues, then probably one of the best-known results here is the optimality of the SRPT (shortest remaining processing time) policy with respect to the job’s (or customer’s) mean response time. As is known, under the SRPT at all times the server is working on the “shortest” job. In [11] (based on the previous works [1, 13]) it was noticed that somewhat similar idea can be used to construct policies, which increase the utilization of all the servers in a system. One such policy, further referred to as the ”queue skipping” policy, works as follows (see Fig. 1). Assume that customers arrive to the system in batches, but are served one by one in any order. The size of the arriving batch becomes known upon its arrival and at any time the current system size (i.e. total number of customers in the system) is also known. According to the queue skipping policy if a batch, which size is greater than the current system size, arrives to the system, all current customers in the system are removed from it and the new batch is placed in the queue. Otherwise the new batch is lost and does not have affect on the system. In [11] the authors applied the time-reversed chains techniques (developed in [7, 8, 9, 10]), to study the performance of the $M/M/1$ system with such a queue skipping policy and generally distributed batch size, and, among other results, demonstrated the effect of the policy on the system utilization.

In this paper the effort is made to evaluate the performance of the same system, but with time-varying intensities i.e. when the arrival intensity $\lambda(t)$ and/or the service intensity $\mu(t)$ are non-random functions of time. Since the system is Markovian, the (time-varying) probability density function of the total number $X(t)$ of customers in the system evolves according to the system of ordinary differ-

---

1Throughout this paper, when talking about a performance characteristic, we mean its long-run value i.e. its value when the system is in the stationary or limiting regime.


3Of course, the requirement of the minimality of job’s mean response time under such a policy is dropped.

4As mentioned above this policy is beneficial from the viewpoint of the system’s owner since, when applied to the systems in series, as in Fig. 1, it increases servers’ utilizations. It can also be seen from Fig. 1 that systems in series with such a policy are in some sense similar to ordered-entry queues, which are well-known models for conveyor systems (open and closed-loop) with multiple unloading stations (see [14, 6, 12]).
ential equations (ODEs) – Kolmogorov forward equations. Except for very special cases\(^5\), this system cannot be solved. Moreover if the batch size distribution has infinite support there are infinitely many ODEs in the system and the exact analytic solution is not possible\(^6\). Here we adopt the approximation approach\(^7\), which circumvents the difficulties by truncating the system of ODEs.

The contributions of this paper can be summarized as follows:

- We provide the method for the computation of the upper bounds for the rate of convergence of \(X(t)\) to the limiting regime, whenever it exists, for any (not necessarily periodic) arrival intensity \(\lambda(t)\) bounded from above by a constant, any locally integrable on \([0, \infty)\) service intensity \(\mu(t)\), and any distribution of the batch size. This method uses the notion of the logarithmic norm of the linear operator and is based on the previous research \([5, 19]\);

- For periodic intensities \(\lambda(t)\) and/or \(\mu(t)\) and light-tailed distribution of the batch size (which includes the geometric distribution and distributions with finite support) we show how one can compute the truncation threshold \(t^*\), such that the probability distribution of \(X(t)\) for \(t > t^*\) “almost forgets” the distribution of \(X(0)\). The latter means the all performance characteristics, which depend only on \(X(t)\), can be considered as limiting characteristics for \(t > t^*\) containing only a small error, which can be computed. Since under periodic intensities the solution of the system of ODEs governing the behaviour of \(X(t)\) is also periodic, it is sufficient to compute\(^8\) numerically the solution only in the interval \([t^*, t^* + T]\), where \(T\) is chosen manually such that the interval \([t^*, t^* + T]\) includes at least one period of the solution;

- Using the developed approximation approach, we numerically compare the utilization of the system with the queue skipping policy, periodic arrival intensity \(\lambda(t)\), fixed service intensity \(\mu\) and geometrically distributed batch size with mean \(b\) with that of the classical \(M_t/M/1/0\) queue with the same arrival intensity \(\lambda(t)\) and service intensity \(\mu/b\). This is intended to demonstrate the effect of the queue skipping policy on the system utilization.

Even though the obtained rate of convergence bounds do hold for any bounded arrival intensity \(\lambda(t)\), locally integrable service intensity \(\mu(t)\) and any distribution

\(^5\)For example, when the arriving batch is always of size 1.

\(^6\)It must be mentioned that for practical purposes numerical computation of the time-dependent (and limiting) densities is always possible. Indeed \(X(t)\) is the inhomogeneous continuous time birth-and-death Markov chain. Thus whenever its state space is finite (or is somehow truncated to become finite) one can apply various uniformization algorithms (see, for example, \([2]\));

\(^7\)For probably the latest review of other approaches for time-varying queues one case refer to \([17\) Section 1] and \([16]\).

\(^8\)If the batch size distribution has infinite support we still have infinitely many ODEs and thus we have to perform another truncation of the system, which introduces additional error to the final result.
of the batch size, the proposed method for finding the truncation threshold $t^*$ has so far limited applicability. This is due to the fact that for long-tailed batch size distributions (i.e. those which have tails heavier than the geometric distribution) so far we were unable to find the condition, which guarantees the existence of the limiting regime of $X(t)$ (even for periodic intensities).

The paper is structured as follows. In Section 2 we repeat the description of the model. Section 3 contains the main result (see the Theorem and Corollaries 1–3). We demonstrate the method based on the logarithmic norm to bound (from above) the rate of convergence of $X(t)$ to the limiting regime (assuming that it exists). Here we also show that for geometrically distributed batch size the limiting regime always exists. In Section 4 the numerical example is given. Section 5 concludes the paper.

2 System description

Consider the $M_t/M_t/1$ queue with intensities being periodic functions of time and the queue skipping policy. Customers arrive to the system in batches according to the inhomogeneous Poisson process with intensity $\lambda(t)$. The size of an arriving batch becomes known upon its arrival and is the random variable with the given probability distribution $\{b_n, n \geq 1\}$, having finite mean $\sum_{k=1}^{\infty} B_k, B_k = \sum_{n=k}^{\infty} b_n$. The adopted queue skipping policy implies that whenever a batch arrives to the system its size, say $\hat{B}$, is compared with the current total number of customers in the system, say $\tilde{B}$. If $\hat{B} > \tilde{B}$, then all customers, which are currently in the system, are instantly removed from it, and the whole batch $\hat{B}$ is placed in the queue and the first customer in the batch enters server. If $\hat{B} \leq \tilde{B}$ the new batch leaves the system without having any effect on it. Whenever the server becomes free one customer from the queue (if there is any) enters server and gets served according to exponential distribution with intensity $\mu(t)$.

3 Main result

Let $X(t)$ be the total number of customers in the system at time $t$. From the system description it follows that $X(t)$ is the Markov chain with continuous time and discrete state space $\mathcal{X} = \{0, 1, 2, \ldots, b^*\}$, where $b^*$ is the maximum possible batch size i.e. $b^* = \max_{n \geq 1}(b_n > 0)$. If the batch size distribution has infinite support then the state space $\mathcal{X}$ is countable; otherwise it is finite.

Denote by $Q(t)$ the intensity matrix (infinitesimal generator) of $X(t)$. It is straightforward to see that $Q(t)$ has the form

\[ Q(t) = \begin{bmatrix} Q(t)_{0,0} & Q(t)_{0,1} & \cdots & Q(t)_{0,b^*} \\ Q(t)_{1,0} & Q(t)_{1,1} & \cdots & Q(t)_{1,b^*} \\ \vdots & \vdots & \ddots & \vdots \\ Q(t)_{b^*,0} & Q(t)_{b^*,1} & \cdots & Q(t)_{b^*,b^*} \end{bmatrix} \]

\[ Q(t)_{i,j} = \begin{cases} \lambda(t) & \text{if } i=j=0 \\ -\lambda(t) & \text{if } i=j \neq 0 \\ \mu(t) & \text{if } i \neq 0, j=0 \\ 0 & \text{otherwise} \end{cases} \]

\[ Q(t)_{i,j} = \begin{cases} \lambda(t) & \text{if } i=j=0 \\ -\lambda(t) & \text{if } i=j \neq 0 \\ \mu(t) & \text{if } i \neq 0, j=0 \\ 0 & \text{otherwise} \end{cases} \]

\[ Q(t)_{i,j} = \begin{cases} \lambda(t) & \text{if } i=j=0 \\ -\lambda(t) & \text{if } i=j \neq 0 \\ \mu(t) & \text{if } i \neq 0, j=0 \\ 0 & \text{otherwise} \end{cases} \]

\[ Q(t)_{i,j} = \begin{cases} \lambda(t) & \text{if } i=j=0 \\ -\lambda(t) & \text{if } i=j \neq 0 \\ \mu(t) & \text{if } i \neq 0, j=0 \\ 0 & \text{otherwise} \end{cases} \]

\[ Q(t)_{i,j} = \begin{cases} \lambda(t) & \text{if } i=j=0 \\ -\lambda(t) & \text{if } i=j \neq 0 \\ \mu(t) & \text{if } i \neq 0, j=0 \\ 0 & \text{otherwise} \end{cases} \]

\[ Q(t)_{i,j} = \begin{cases} \lambda(t) & \text{if } i=j=0 \\ -\lambda(t) & \text{if } i=j \neq 0 \\ \mu(t) & \text{if } i \neq 0, j=0 \\ 0 & \text{otherwise} \end{cases} \]

\[ Q(t)_{i,j} = \begin{cases} \lambda(t) & \text{if } i=j=0 \\ -\lambda(t) & \text{if } i=j \neq 0 \\ \mu(t) & \text{if } i \neq 0, j=0 \\ 0 & \text{otherwise} \end{cases} \]

\[ Q(t)_{i,j} = \begin{cases} \lambda(t) & \text{if } i=j=0 \\ -\lambda(t) & \text{if } i=j \neq 0 \\ \mu(t) & \text{if } i \neq 0, j=0 \\ 0 & \text{otherwise} \end{cases} \]

\[ Q(t)_{i,j} = \begin{cases} \lambda(t) & \text{if } i=j=0 \\ -\lambda(t) & \text{if } i=j \neq 0 \\ \mu(t) & \text{if } i \neq 0, j=0 \\ 0 & \text{otherwise} \end{cases} \]

\[ Q(t)_{i,j} = \begin{cases} \lambda(t) & \text{if } i=j=0 \\ -\lambda(t) & \text{if } i=j \neq 0 \\ \mu(t) & \text{if } i \neq 0, j=0 \\ 0 & \text{otherwise} \end{cases} \]

\[ Q(t)_{i,j} = \begin{cases} \lambda(t) & \text{if } i=j=0 \\ -\lambda(t) & \text{if } i=j \neq 0 \\ \mu(t) & \text{if } i \neq 0, j=0 \\ 0 & \text{otherwise} \end{cases} \]
\[
Q(t) = \begin{pmatrix}
-\lambda(t) & \lambda(t)b_1 & \lambda(t)b_2 & \ldots \\
\mu(t) & -(\mu(t) + \lambda(t)B_2) & \lambda(t)b_2 & \ldots \\
0 & \mu(t) & -(\mu(t) + \lambda(t)B_3) & \ldots \\
0 & 0 & \mu(t) & \ldots \\
& & & \ddots
\end{pmatrix}.
\]

We assume that \(\lambda(t)\) and \(\mu(t)\) are arbitrary non-random functions of \(t\), locally integrable on \([0, \infty)\) and that the arrival intensity is bounded by a constant i.e. there exists \(L > 0\) such that \(\lambda(t) \leq L < \infty\) for \(t \geq 0\).

Denote by \(p_i(t) = \mathbf{P}(X(t) = i)\) the probability that the Markov chain \(X(t)\) is in state \(i\) at time \(t\). Let \(\mathbf{p}(t) = (p_0(t), p_1(t), \ldots)^T\) be the probability distribution vector at time \(t\). Given any proper initial condition \(\mathbf{p}(0)\), the probabilistic dynamics of the Markov chain \(X(t)\) is described by the forward Kolmogorov system of differential equations

\[
\frac{d}{dt}\mathbf{p}(t) = A(t)\mathbf{p}(t),
\]

where \(A(t) = Q^T(t)\) is the transposed intensity matrix. Throughout the paper vectors are regarded as column vectors, \(0\) denotes the vector consisting of zeros, \(I\) denotes the identity matrix and \(\cdot^T\) denotes the matrix transpose. The sizes of matrices will be clear from the context. The choice of vector norms will be the \(l_1\)-norm, that is, \(\|\mathbf{p}(t)\| = \sum_{i \in \mathcal{X}} |p_i(t)|\); the operator norm will be the one induced by the \(l_1\)-norm on row vectors, that is, \(\|A(t)\| = \sup_{\mathbf{p} \neq 0} \frac{\|A(t)\mathbf{p}(t)\|}{\|\mathbf{p}(t)\|}\).

Recall that a Markov chain \(X(t)\) is called weakly ergodic, if \(\|\mathbf{p}^*(t) - \mathbf{p}^{**}(t)\| \to 0\) as \(t \to \infty\) for any initial conditions \(\mathbf{p}^*(0)\) and \(\mathbf{p}^{**}(0)\), where \(\mathbf{p}^*(t)\) and \(\mathbf{p}^{**}(t)\) are the corresponding solutions of (1). The rate at which this difference tends to zero is called the rate of convergence. Below we present the method\(^{10}\) based on the logarithmic norm of a linear operator function, which allows one to bound from above this rate of convergence.

Using the normalization condition \(p_0(t) = 1 - \sum_{i \geq 1, i \in \mathcal{X}} p_i(t)\) it can be checked that the system (1) can be rewritten as follows:

\[
\frac{d}{dt}\mathbf{z}(t) = B(t)\mathbf{z}(t) + \mathbf{f}(t),
\]

where \(B(t) = (b_{ij}(t))_{i,j=1}^\infty\), \(b_{ij}(t) = a_{ij}(t) - a_{i0}(t)\), and

\[
\mathbf{f}(t) = (\lambda(t)b_1, \lambda(t)b_2, \ldots)^T,
\]

\[
\mathbf{z}(t) = (p_1(t), p_2(t), \ldots)^T.
\]

\(^{10}\)This method is not new and has already been applied to bound the rate of convergence in other settings, for example, [3, 19, 21, 22]. But the structure of the infinitesimal generator \(Q(t)\) is different from all those considered so far. This motivates the analysis carried out below, since the opportunity to use logarithmic norm to bound the rate of convergence heavily depends on the structure of the infinitesimal generator.
\[ B(t) = \begin{pmatrix} -\mu(t)+\lambda(t) & \mu(t)-\lambda(t) & -\lambda(t) & -\lambda(t) & \cdots \\ 0 & -\mu(t)+\lambda(t)B_2 & \mu(t)-\lambda(t) & -\lambda(t) & \cdots \\ \vdots & \vdots & \vdots & \vdots & \ddots \end{pmatrix}. \]

Note that the matrix \( B(t) \) has no probabilistic meaning. Let \( z^*(t) \) and \( z^{**}(t) \) be the solutions of (2) corresponding to (different) initial conditions \( z^*(0) \) and \( z^{**}(0) \). Then for the vector \( y(t) = z^*(t) - z^{**}(t) = (y_1(t), y_2(t), \ldots)^T \), which has coordinates of arbitrary signs, we have

\[ \frac{d}{dt} y(t) = B(t)y(t). \] (3)

Thus all bounds on the rate of convergence to the limiting regime of \( X(t) \) correspond to the same rate of convergence bounds of the solutions of the system (3). It is more convenient to study the rate of convergence using the transformed version \( B^*(t) \) of \( B(t) \) given by

\[ B^*(t) = TB(t)T^{-1}, \]

where \( T \) is the upper triangular matrix of the form

\[ T = \begin{pmatrix} 1 & 1 & 1 & \cdots \\ 0 & 1 & 1 & \cdots \\ 0 & 0 & 1 & \cdots \\ \vdots & \vdots & \vdots & \ddots \end{pmatrix}. \]

Let \( u(t) = Ty(t) = (u_1(t), u_2(t), \ldots)^T \). Then by multiplying (3) from the left by \( T \) we obtain

\[ \frac{d}{dt} u(t) = B^*(t)u(t), \] (4)

where \( u(t) \) is the vector with the coordinates of arbitrary signs and the matrix \( B^*(t) \) has the following structure:

\[ B^*(t) = \begin{pmatrix} -\mu(t)+\lambda(t) & \mu(t) & 0 & 0 & \cdots \\ 0 & -\mu(t)+\lambda(t)B_2 & \mu(t) & 0 & \cdots \\ 0 & 0 & -\mu(t)+\lambda(t)B_3 & \mu(t) & \cdots \\ \vdots & \vdots & \vdots & \vdots & \ddots \end{pmatrix}. \]

The matrix \( B^*(t) \) is essentially non-negative, i.e. all its off-diagonal elements are non-negative for any \( t \geq 0 \). From this fact it follows that, if the initial condition \( u(s) \) is non-negative, then any solution \( u(t) \) of (4) is non-negative for any \( 0 \leq s \leq t \).

Now everything is ready to apply the method of logarithmic norm. Recall that the logarithmic norm \( \gamma(B(t)) \) of the operator function \( B(t) \) is defined as

\[ \gamma(B(t)) = \lim_{h \to +0} h^{-1} (\|I + hB(t)\| - 1). \]

Denote by \( V(t, s) = V(t)V^{-1}(s) \) the Cauchy operator of the equation (3). Then \( \|V(t, s)\| \leq e^{\int_s^t \gamma(B(u)) \, du} \). For an operator function, which maps \( l_1 \)-vectors into
$l_1$-vectors\textsuperscript{12} and $B(t)$ is such an operator, $\gamma(B(t))$ is expressed as:

$$\gamma(B(t)) = \sup_{j \in X} \left( b_{jj}(t) + \sum_{i \in X, i \neq j} |b_{ij}(t)| \right).$$

If the matrix $B(t)$ is essentially non-negative then $\gamma(B(t)) = \sup_{j \in X} \left( \sum_{i \in X} b_{ij}(t) \right)$.

Let $\{d_i, i \geq 1\}$ be a sequence of positive numbers such that $1 = d_1 \leq d_2 \leq \ldots$ and let $D = diag(d_1, d_2, \ldots)$ be the diagonal matrix. By putting $w(t) = Du(t)$ in \textsuperscript{13}(4), we obtain the following equation

$$\frac{d}{dt}w(t) = B^{**}(t)w(t),$$

where $B^{**}(t) = DB(t)^{*}D^{-1} = (b_{ij}^{**}(t))_{i,j=1}^{\infty}$. Note that $B^{**}(t)$ is also nonnegative for any $t \geq 0$. Put

$$\alpha_i(t) = -\sum_{j=1}^{\infty} b_{ji}^{**}(t), \quad i \geq 1,$$

and let $\alpha(t) = \inf_{i \geq 1} \alpha_i(t)$. We have that $\gamma(B^{**}(t)) = -\alpha(t)$ and

$$\|w(t)\| \leq e^{-\int_{s}^{t} \alpha(u) du} \|w(s)\|,$$

for any $s, t$ such that $0 \leq s \leq t$.

Let $\delta < 1$ be a positive number, and $d_{k+1} = \delta^{-k}, k \geq 1$. Then the values of $\alpha_i$ are equal to:

$$\alpha_1(t) = \lambda(t) + \mu(t),$$

$$\alpha_k(t) = \lambda(t)B_k + \mu(t) (1 - \delta), \quad k \geq 2,$$

and therefore, we can bound $\alpha(t)$ by the following way:

$$\alpha(t) \geq \alpha^*(t) = (1 - \delta) \mu(t). \quad (5)$$

So far we have assumed that the limiting regime of $X(t)$ exists. Its existence in the considered queue depends on the form of the batch size distribution $\{b_n, n \geq 1\}$. Below we show that when the tail of the distribution is geometric or lighter then the limiting regime of $X(t)$ always exists, whereas for heavier tails the question remains open. We start with the analysis of \textsuperscript{2}. Let $V(t,s)$ be the Cauchy operator for \textsuperscript{2}. Then

$$z(t) = V(t)z(0) + \int_{0}^{t} V(t, \tau) f(\tau) d\tau.$$
Put $r(t) = DTz(t)$. Then instead of (2) we get:

$$\frac{d}{dt} r(t) = B^*(t) r(t) + f^*(t),$$

where $f^*(t) = DTf(t)$, and

$$r(t) = V^*(t) r(0) + \int_0^t V^*(t, \tau) f^*(\tau) d\tau,$$

where $\|V^*(t, s)\| \leq e^{-\int_t^s \alpha^*(u) du}$ due to (5). If there exist $N > 0$ and $a > 0$ such that

$$e^{-\int_t^s \alpha^*(u) du} \leq N e^{-a(t-s)},$$

for any $0 \leq s \leq t$, then we have exponential weak ergodicity in the corresponding norm.

Let there exist $0 < q < 1$ and $C > 0$ such that $b_k \leq Cq^k$ for all $k \geq 1$. Then

$$\|r(t)\| \leq \|V^*(t)\| \|r(0)\| + \int_0^t \|V^*(t, \tau)\| \|f^*(\tau)\| d\tau \leq Ne^{-at} \|r(0)\| +$$

$$+ \int_0^t Ne^{-a(t-\tau)} K d\tau \leq \frac{NK}{a} + o(1),$$

where

$$\|f^*(t)\| = \|DTf(t)\| =$$

$$= CL \left( \frac{d_1 q}{1-q} + \frac{d_2 q^2}{1-q} + \ldots \right) \leq$$

$$\leq CL \left( \frac{q}{1-q} + \frac{\delta^{-1} q^2}{1-q} + \frac{\delta^{-2} q^3}{1-q} + \ldots \right) =$$

$$= \frac{CL\delta q}{(\delta-q)(1-q)} = K,$$

for $\delta > q$.

Assume now that $b_k \to 0$ more slowly, say $b_k \geq k^{-s}$ for some $s > 1$. Firstly note that essential non-negativity of $B^*(t)$ implies non-negativity of the matrix $V^*(t, s)$ for any $0 \leq s \leq t$. Now if $r(s) \geq 0$ then $r(t) \geq 0$ for any $t \geq s$. This follows from non-negativity of $f^*(t)$ and $V^*(t, s)$ in (7).

Put $r(0) \geq 0$. Then $\|r(t)\| = \sum_{k \in \mathcal{X}} r_k(t)$, for any $t \geq 0$. From (6) for any $t \geq 0$ and for any $0 < \delta < 1$ we obtain

$$\frac{d}{dt} \|r(t)\| = \sum_{k \in \mathcal{X}} \frac{d}{dt} r_k(t) \geq \|f^*(t)\| =$$

$$= \lambda(t) \left( (b_1 + b_2 + b_3 + \ldots) + \delta^{-1} (b_2 + b_3 + \ldots) +$$

$$+ \delta^{-2} (b_3 + \ldots) + \ldots \right) \geq \lambda(t) \sum_{k \geq 1} \delta^{-k} k^{-s} = \infty.$$
Hence the corresponding equation (6) does not have a limiting solution in the corresponding norm. Thus weak ergodicity and the existence of limiting characteristics is guaranteed only if the tail of the batch size distribution is geometric or lighter. We summarize the findings in the following

**Theorem.** Assume that exist $0 < q < 1$ and $C > 0$ such that $b_k \leq Cq^k$ for all $k \geq 1$, and that

$$\int_0^\infty \mu(t) \, dt = +\infty. \tag{11}$$

Then the Markov chain $X(t)$ is weakly ergodic and for any initial condition $w(0)$ and any $t \geq 0$ the following upper bound holds:

$$\|w(t)\| \leq e^{-\int_0^t (1-\delta)\mu(u) \, du} \|w(0)\|,$$

for any $\delta \in (q, 1)$. If (8) holds for some $N > 0$ and $a > 0$, then $X(t)$ is exponentially weakly ergodic.

Now we can obtain the bounds in more natural norms. Firstly note that

$$\|p^*(t) - p^{**}(t)\| \leq 2\|z^*(t) - z^{**}(t)\| \leq 4\|w(t)\| \and \|z(t)\|_E \leq W^{-1}\|w(t)\| \text{ (see [19]), where } l_{1E} = \{z(t) = (p_1(t), p_2(t), \ldots)^T : \|z(t)\|_E = \sum_{n \in X} np_n(t) < \infty\} \and W = \inf_{k \geq 1} \frac{d_k}{k} > 0.$$

**Corollary 1.** Under the assumptions of the Theorem the Markov chain $X(t)$ has a limiting mean, say $\phi(t)$, and the following rate of convergence bounds hold:

$$\|p^*(t) - p^{**}(t)\| \leq 4e^{-\int_0^t (1-\delta)\mu(u) \, du} \|w(0)\|, \tag{12}$$

$$|E(t, k) - \phi(t)| \leq \frac{4W}{W}e^{-\int_0^t (1-\delta)\mu(u) \, du} \|w(0)\|, \tag{13}$$

where $E(t, k) = \sum_{n \in X} np_n(t)$ is the mean number of customers in the system at time $t$, given that initially there were $k$ customers in the system i.e. $p_k(0) = 1$.

**Corollary 2.** Let $X(t)$ be a homogeneous Markov chain i.e. $\lambda(t) = \lambda$ and $\mu(t) = \mu$. Then $X(t)$ is strongly ergodic and for any initial condition $w(0)$ and any $t \geq 0$ the following upper bounds hold:

$$\|w(t)\| \leq e^{-(1-\delta)\mu t} \|w(0)\|,$$

$$\|p^*(t) - p^{**}(t)\| \leq 4e^{-(1-\delta)\mu t} \|w(0)\|,$$

$$|E(t, k) - \phi(t)| \leq \frac{4W}{W}e^{-(1-\delta)\mu t} \|w(0)\|.$$

**Corollary 3.** Let the arrival intensity $\lambda(t)$ and the service intensity $\mu(t)$ be $1$–periodic. Then the assumptions of Theorem are equivalent to the inequality
\[ \int_0^1 \mu(t) \, dt > 0. \] Moreover the limiting probability distribution of the Markov chain \( X(t) \) is 1-periodic and the limiting mean is 1-periodic as well.

From the Theorem and Corollaries 1–3 it follows that that the bounds on the rate of convergence hold for common intensity functions. If the latter are periodic in time then the limiting probability characteristics of the \( X(t) \) (whenever they exists) are also periodic.

4 Numerical example

In all the examples presented below it is assumed that the batch size distribution \( \{b_k, \, k \geq 1\} \) is geometric i.e. \( b_k = (1 - q)q^{k-1} \), \( k \geq 1 \), \( 0 < q < 1 \). It is also assumed that the arrival and/or transition intensities are periodic functions. Given that \( \{b_k, \, k \geq 1\} \) is geometric, irrespective of the parameter of the geometric distribution, periodic intensities guarantee the existence of the (periodic) limiting distribution of \( X(t) \).

When the intensities are periodic but the batch size has a general distribution we were unable so far to find even sufficient conditions of the existence of the limiting distribution of \( X(t) \).

Below we consider two examples: one is devoted to the discussion of the convergence bounds obtained and in the other the properties of the queue skipping policy are illustrated.

4.1 Example 1

In this example it is demonstrated how exactly the upper bound on the rate of convergence of \( X(t) \) can be computed. Let both the arrival and service intensities be periodic and equal to \( \lambda(t) = 1 + \sin(2\pi t) \) and \( \mu(t) = 1 + \cos(2\pi t) \). Let \( q = \frac{2}{3} \), i.e. the batch size distribution be \( b_k = \frac{2^{k-1}}{3^k} \), \( k \geq 1 \), i.e. the mean batch size \( \sum_{k=1}^{\infty} kb_k \) is 3. From (9) it follows that in order to compute the upper bound on the rate of convergence, one needs to choose firstly \( \delta \in (q, 1) \) and secondly \( \|w(0)\| \). Namely, on the one hand, for the better rate of convergence we should choose smallest possible \( \delta \), and on the other hand, for better bounding of \( \|w(0)\| \) we should choose as much \( \delta \) as possible. Put \( \delta = \frac{5}{6} \). Thus \( \alpha^*(u) = \frac{1}{6} \mu(t) \) and from (8) it follows that

\[
\int_{t}^{s} \alpha^*(u) \, du = e^{-\frac{1}{6} \int_{t}^{s} (1+\cos(2\pi u)) \, du} \leq 2e^{-\frac{1}{6}(t-s)},
\]

hence in the right part of (8) we can put \( a = \frac{1}{6} \) and \( N = 2 \). Now let us consider the choice of \( \|w(0)\| \).

Consider (10). We have \( L = 2 \) and \( C = \frac{1}{3} \). Thus \( K = \frac{20}{3} \) in (10) and from (9) it follows that \( \limsup_{t \to \infty} \|r(t)\| \leq 80 \). Since \( w(t) = DTy(t) \), the inequality (9) guarantees that the \( l_1 \)-norm of the limiting distribution of \( X(t) \) does not exceed 80.
80 i.e. \( \|w(0)\| \leq 80 \). Thus (12) gives
\[
\|p^*(t) - p^{**}(t)\| \leq 160e^{-\frac{t}{6}}
\]  
(14)
for any initial conditions \( p^*(0) \) and \( p^{**}(0) \). For example, if \( t = 80 = t^* \) then the right part of (14) does not exceed \( 10^{-3} \) i.e. starting from \( t > t^* \) the system “forgets” its initial state and the probability distribution \( X(t) \) for \( t > t^* \) can be regarded as the limiting distribution of \( X(t) \). The error (in \( l_1 \)-norm), which is thus made is not greater than \( 10^{-3} \). Moreover, since the limiting distribution of \( X(t) \) is periodic, we are allowed to solve the system of ODEs only in the interval \([0, t^* + 1]\). The probability distribution of \( X(t) \) in the interval \([t^*, t^* + 1]\) is the estimate (with error not greater than \( 10^{-3} \) in \( l_1 \)-norm) of the limiting probability distribution of \( X(t) \). It must be noticed that since \( b_k > 0 \) for all \( k \), the system of ODEs contains infinite number of equations. Thus in order to solve it numerically one has to truncate the system. We perform this truncation according to the method in [20].

The upper bound on the rate of convergence of the mean number of customers in the system \( E(t, k) \) to its limiting value \( \phi(t) \) is computed in the same manner. Firstly recall that \( d_{k+1} = \delta^{-k} \) and since \( \delta = \frac{5}{6} \) has been fixed above, then \( d_{k+1} = \delta^{-k} = \left(\frac{5}{6}\right)^k \). Thus \( W = \inf_{k \geq 1} \frac{d_k}{k} = \frac{3}{4} \). Now consider (13). Thus \( \|w(0)\| \leq 80 \) and from (13) it follows that
\[
|E(t, k) - \phi(t)| \leq \frac{640}{3} e^{-\frac{t}{6}}
\]  
(15)
for any initial condition \( X(0) = k, k \geq 0 \). Thus for \( t > t^* \) the value of \( E(t, k) \) can be regarded as the limiting value of the mean number of customers and contains the error (in \( l_1 \)-norm) not greater than \( 10^{-3} \).

In Fig. 2 and Fig. 3 one can see the graphs of \( p_0(t) \) and \( E(t, 0) \) in the interval \([0, t^* = 80]\). The ODEs are solved with the initial condition \( X(0) = 0 \) i.e. the system is initially empty. It can be seen that the obtained upper bounds (14) and (15) are not tight: the system enters periodic limiting regime before \( t^* \).

4.2 Example 2

This example is devoted to the illustration of the properties of the queue skipping policy in the case when the transition intensities are time-dependent (purely Markov case is studied in [11]). For simplicity we assume that only the arrival intensity \( \lambda(t) \) depends on time and the service intensity is constant i.e. \( \mu(t) = \mu, t \geq 0 \). Since the limiting regime always exists when the batch size distribution is geometric, no restrictions (additional to those required by the Theorem) are imposed on the arrival intensity \( \lambda(t) \).

In Fig. 4, 5 and 6 one can see how the limiting probabilities \( p_0(t), p_1(t), p_2(t) \) and \( p_3(t) \) behave depending on the service intensity \( \mu \). It is assumed that \( \lambda(t) = 0.8 + 0.1 \sin(2\pi t), b_k = 2^{-k}, k \geq 1 \), i.e. the mean batch size is 2. Due
to the low amplitude in the arrival intensity $\lambda(t)$, the amplitude of the limiting probabilities is also low and is dependent on the service intensity.

As in many other queueing systems, the idle probability $p_0(t)$ is one of the key performance indicators. In Fig. 7 and 8 one can see the behaviour of limiting value of $p_0(t)$, when the service intensity is fixed ($\mu(t) = \mu = 1$). From the figures it can be seen that, as expected, the idle limiting probability tends to 0 when the batch size or the arrival intensity increases.

Finally it is also of interest to compare the limiting idle probability $p_0(t)$ of the considered system with the queue skipping policy with the limiting idle probability in the pure blocking system i.e. $M_t/M/1/0$ queue under the same arrival intensity $\lambda(t)$. Since the arriving batch has mean size $(1-q)^{-1}$ we have to change the service intensity in the blocking system to $\mu(1-q)$. In Fig. 9 and 10 one can see the graphs of $p_0(t)$ in these two systems given that $\lambda(t) = 0.8 + 0.1 \sin(2\pi t)$ and $\mu = 1$.

We observe that even the time-inhomogeneous system with the queue skipping policy (just like the homogeneous one studied in [11]) gives a much better utilisation than the pure blocking time-inhomogeneous system, when the mean batch size is large (i.e. $q$ is close to 1) and the arrival intensity is high.

5 Conclusion

Even though we have limited the discussion only to the geometric batch size, from Section 3 it can be seen that the method based on the logarithmic norm of a limiting operator allows us to upper bound the rate of convergence for any batch size distribution. The only open problem, which persists, is to find the conditions, which guarantee the existence of the limiting regime for any batch size distribution. So far we have not been able to do it but we believe that it is only the matter of the proper analytic point of view. This hope is supported by the fact that in time-homogeneous case such conditions are known (see [11]).

Although it is not mentioned above, being able to compute (approximately) the limiting mean of $X(t)$ allows one to use the time-varying Little’s law to compute the average sojourn time in the system (before a customer leaves the queue either due to an arrival or due to service completion).

The obtained results also show that in order to obtain the bounds on the rate of convergence one does not need to know the exact values of $\lambda(t)$ and $\mu(t)$. Instead it is sufficient to know the values of the integrals of type (11) i.e. the time-average intensities $\bar{\lambda} = \frac{1}{T} \lim_{t \to \infty} \int_0^t \lambda(u)du$ and $\bar{\mu} = \frac{1}{T} \lim_{t \to \infty} \int_0^t \mu(u)du$ (and not the exact values of $\lambda(t)$ and $\mu(t)$). In case of 1-periodic intensities $\lambda(t)$ and $\mu(t)$ the values $\bar{\lambda}$ and $\bar{\mu}$ are exactly the average arrival and service intensity over one period.
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Figure 1: Model of the system with the queue skipping policy. It can be seen that the batches discarded from the system are (supposed not to be cleared but) offloaded to the next system with the same queue skipping policy and so on. This figure is the refinement of the figure 1 in [4].
Figure 2: Rate of convergence of the empty system probability $p_0(t)$ in the interval [0, 80].
Figure 3: Rate of convergence of the mean number of customers $E(t,0)$ in the system in the interval $[0, 80]$.

Figure 4: The limiting probabilities $p_i(t)$, $0 \leq i \leq 3$, for $\mu = 0.4$. 
Figure 5: The limiting probabilities $p_i(t)$, $0 \leq i \leq 3$, for $\mu = 1$.

Figure 6: The limiting probabilities $p_i(t)$, $0 \leq i \leq 3$, for $\mu = 1.5$. 
Figure 7: The limiting probability $p_0(t)$ for $q = 0.7$ (dotted line) and for $q = 0.3$ (solid line), $\lambda(t) = 0.8 + 0.1 \sin(2\pi t)$.

Figure 8: The limiting probability $p_0(t)$ for $q = 0.7$ (dotted line) and for $q = 0.3$ (solid line), $\lambda(t) = 0.8 + 0.8 \sin(2\pi t)$.
Figure 9: Rate of convergence of the empty system probability $p_0(t)$ for $q = 0.5$, $\mu = 1$ (solid line) and for $q = 0$, $\mu = 0.5$ (dotted line) in the interval [0,30].

Figure 10: Rate of convergence of the empty system probability $p_0(t)$ for $q = 0.9$, $\mu = 1$ (solid line) and for $q = 0$, $\mu = 0.1$ (dotted line) in the interval [0,30].